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Using MD simulations, we have calculated the surface phonon spectral density functions for the (lOO), UlO), and (111) surfaces 
of Ni and Cu using Finnis-Sinclair (FS) potentials. These simulated phonon spectral densities are compared to the experimental 
inelastic helium atom scattering and HREELS data which are available for the three basal faces of Ni and Cu. We find that the 
overall shape of the calculated surface and second layer phonon spectral densities qualitatively reproduce those obtained from 
force constant fits, i.e. lattice dynamical modelling, of the experimental phonon dispersion data. Good agreement is also found 
between the calculated and experimental geometric separations between the surface and second layer for a given interface. 
However, on all surfaces the phonon frequencies calculated with Finnis-Sinclair potentials are lower than the experimentally 
measured values. The best agreement between our calculated results and the experimentally measured phonon frequencies was for 
the (100) and (110) surfaces, while the poorest agreement was on the (111) surfaces. From this we conclude that Finnis-Sinclair 
model potentials derived from bulk properties systematically underestimate the many body binding potential at the surface. This 
underestimation of the many body binding term is also manifested in the magnitude of the calculated surface stress. Our results 
indicate that the Finnis-Sinclair model potentials are quite adequate for a good qualitative and semi-quantitative description of the 
bonding changes at the surfaces of Ni and Cu. 

1. Introduction 

The many successes of density functional de- 
rived model potentials have been recently 
demonstrated [l-151. Carlsson has called these 
pair functional model potentials [ll and they in- 
clude the embedded atom method (EAM) [2-61, 
effective medium theory (EMT) [7-101, “glue” 
models [ll-131, and Finnis-Sinclair (FS) models 
[14,15]. These various model potentials have been 
used to predict changes in surface bonding, possi- 
ble reconstructions, changes in interlayer spac- 
ings, and changes in surface force fields. The 
emergence of these non-central potential models 
is essential for both predicting surface phenom- 
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ena and for developing simple physical models of 
the changes that occur in bonding at surfaces. 

All of these methods make the assumption 
that the total energy of the solid can be described 
as a sum of a repulsive two-body pair potential 
and a many body cohesive potential [ll. The 
cohesive potential is a functional of the local 
electron density, which can be assumed to be a 
sum of the individual atomic electron densities 
such as in the EAM [2] and FS [14] potentials. 
The functional form of the cohesive potentials 
are usually chosen so that potential correctly re- 
produces as many bulk properties of the metal as 
possible [l]. For example, the EAM generates 
this attractive many body binding potential by 
fitting to bulk properties, such as the bulk modu- 
lus, lattice cohesive energy, and defect creation 
energies [2]. On the other hand, the EMT method 
attempts to derive appropriate functions to de- 
scribe the various energy terms, such as electron- 
ion and electron-electron correlation terms which 
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when summed together describe the energy of 
the solid [7]. 

The popularity of these model potentials stems 
from the wide array of surface properties which 
can be calculated when they are used [l]. These 
methods have been used to calculate the surface 
energy, surface stress, surface reconstruction en- 
ergy, and interlayer contraction between the sur- 
face and second layer for some of the noble (Cu, 
Ag, and Au) and group VIII-B metals (Ni, Pd, 
and Pt) [l-3,14]. One property these methods 
have predicted correctly is the reduction in the 
first-to-second interlayer spacing as compared to 
bulk values. The reason for this, as explained by 
Carlsson, involves electronic charge redistribution 
at the surface to lower the kinetic energy of the 
surface electrons, i.e. a “smoothing” of the sur- 
face electronic states [l]. As a result of this 
smoothing, the density of electronic states at the 
surface is compressed in energy which increases 
the amount of cohesive bonding at the surface [l]. 

EAM and EMT potentials have qualitatively 
and somewhat quantitatively reproduced the sur- 
face phonon dispersion curves for a number of 
metal surfaces [5,6,8-10,16,17]. In particular, 
Nelson et al. [6] using the EAM have explained 
the inconsistency between the two different force 
constant models derived to explain the helium 
atom scattering (HAS) [18] and high resolution 
electron energy loss spectroscopy (HREELS) [193 
measured surface phonon dispersions on Cu(ll1). 
The origin of this inconsistency is an avoided 
crossing between the first and second layer longi- 
tudinal models with the z-polarized second layer 
mode. In addition to calculating lattice dynamics 
at low temperatures, these potentials have been 
used in molecular dynamics simulations to calcu- 
late the temperature dependence of surface 
phonon spectral densities [lo]. Temperature de- 
pendent surface phonon spectral densities on 
Cu(ll0) have been calculated using EMT poten- 
tials [lo]. Here the rate at which the phonon 
frequency decreased and the phonon linewidth 
increased agreed well with the experimental re- 
sults obtained from HREELS [201. 

The surface vibrational dynamics of the basal 
planes of both Ni and Cu have been extensively 
studied experimentally [19,21-291. Some of the 

pioneering HREELS experiments measured the 
surface phonon dispersion of Ni(100) [21,22], and 
were followed by further work on Ni(ll0) [23], 
and NXlll) [241. The surface phonon dispersion 
curves have also been measured for Cu(100) 
[25,26], Cu(ll0) [27,28], and Cu(ll1) [19,29]. In 
the Ni papers it is argued that the vibrational 
dynamics of bulk Ni can be described using a 
single force constant model, therefore single force 
constant models might be adequate to describe 
the surface phonon dispersion curves on the three 
basal surfaces. However, if a single force constant 
model is extended to the surface, it predicts 
Rayleigh wave frequencies that are too low in 
energy. This discrepancy can be accounted for by 
stiffening the force constants between the first 
and second layer. A more sophisticated model, 
which modifies the surface interplanar force con- 
stant only slightly, includes an additional surface 
stress term in the lattice dynamics. Such a model 
successfully explains the surface phonon disper- 
sion results for Ni(100) [21,22], Ni(ll0) [23], and 
Ni(ll1) [24], and Cu(100) [25,26]. The magnitude 
of surface stress included in the lattice dynamics 
depends directly on the surface atomic density in 
the direction that the surface phonon mode prop- 
agates. 

The main purpose of this paper is to test the 
extent to which FS potentials can be used to 
describe the dynamical properties of the three 
basal surfaces of Ni and Cu. The basis of this 
comparison will be to compare the calculated 
surface phonon spectral densities with the experi- 
mentally derived surface phonon dispersion rela- 
tions for these surfaces. We have calculated the 
FS potential based surface phonon spectral den- 
sities for Ni and Cu using molecular dynamics 
simulations as described previously 130,311. What 
makes FS potentials so valuable is that the sur- 
face bonding changes, i.e. the stiffening of the 
interplanar FC or the incorporation of an inter- 
planar stress term, are automatically included in 
the form of the FS potential. 

In the first section we describe briefly the FS 
potential model which was used and some of the 
computational details. The phonon density of 
states at various high symmetry points in the 
surface Brillouin zone (SBZ) are then presented 
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for the (1001, (1101, and (111) surfaces of Ni at 
300 and Cu at 236 K. The first and second layer 
phonon spectral densities are presented so that 
modes localized to each layer can be compared to 
the experimentally measured dispersion curves 
obtained with HREELS and HAS. Since the only 
difference between the FS potentials for Ni and 
Cu are the scaling energy, E, the calculated Ni 
spectral densities are also compared to experi- 
mental data on all three Cu faces. The layer-by- 
layer stress tensor terms and root-mean-square 
displacements (RMSD) have also been calculated 
during the simulations for comparison to the ten- 
sile stress terms in the lattice dynamics for Ni 
[21-241. We summarize by discussing the differ- 
ences between the FS and EAM derived model 
potentials, focussing on how these two potentials 
differ in their description of the attractive many- 
body binding potential. 

2. Background 

To first order, the binding energy of transition 
metals depends on the overlap character of the 
d-band orbitals [If. The simplest expression relat- 
ing the d-band orbitals to the total binding energy 
of the metal is the second-moment approximation 
to the tight-binding model, which states that the 
binding energy scales as the square root of the 
atomic coordination number [1,14]. This approxi- 
mation relating the atomic coordination to the 
binding energy is especially good for Ni, Cu and 
other transition metals with mostly filled d-shells 
because the electron density from the d-orbitals 
can be spherically averaged, and higher order 
moments of the orbitals can be neglected [l]. 

The to&I energy per atom for a FS solid can 
be written as the sum of a repulsive pair-potential 
term and an attractive term proportional to the 
square root of the density [14], 

C V( rij) -c& 9 

j#i I 
where the atomic density, pi, at the i-th site is a 
superposition calculated from the surrounding 
atomic density, $&-,I. Sutton and Chen have 
chosen V(rij> and tfi(r,) to have (a/rij>” func- 

tional forms, where a is the lattice constant for 
the FCC lattice, and have calculated the potential 
parameters for many ~ansition metals [15]. 

During the MD simulations the atoms move 
according to Newton’s equations of motion, F = 
ma. The force acting on the ith atom is given by 
D41, 

Fi = --E c v’(rij) i 
\j#i 

where the prime denotes differentiation with re- 
spect to rij and r$ scales the calculated force in 
the (Y direction on the ith atom. The summation 
is over all j atoms where the interaction is signifi- 
cant and excludes the term when i = j. The de- 
tails of the molecular dynamics simulation method 
and the equations necessary to carry out the 
simulations were previously discussed, including 
procedures for calculating surface phonon spec- 
tral densities f30,31]. 

To gain insight into the origin of the surface 
stress term used to describe the e~erimentally 
measured lattice dynamics, we have monitored 
the surface stress tensor during the simulations. 
The surface stress tensor is calculated using 
[32,331. 

g 

where A is the area of the surface and the units 
of the surface stress tensor are (N/m>. This stress 
tensor term has the same units as a force con- 
stant, and is essentially the stress directed along 
the line of atoms parallel to the surface plane. 
The stress tensors for each layer were found by 
calculating the stress between the ith and jth 
atoms in each layer and adding these terms to the 
appropriate layers. 

The Sutton and Chen potentials for Ni and Cu 
are identical except for the energy scaling factor 
E and the lattice constant a. This seems reason- 
able considering that the measured dispersion 
curves for Cu and Ni, when scaled by their re- 
spective bulk m~imum frequencies, appear 
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nearly identical [34]. In the simulations presented 
herein, we have used Ni potential parameters for 
all calculations. Cu results were derived by scal- 
ing the Ni results by the ratio +JeNi = 0.788. 
Because the lattice constant is scaled in the calcu- 
lation of V(rij> and $(rij> in the (a/rij>” func- 
tional form, using either the lattice constant for 
Ni or Cu will not make a difference in the dynam- 
ics. However, the simulation temperature chosen 
for the solid will be have to be scaled by l cU/eNi 
to obtain the corresponding temperature for Cu. 
This can be understood by examining the melting 
point ratio of the two solids (7’; = 1726 and 
T,“, = 1358 K) i.e. TFu/T$ = 0.787, which is very 
close to +-/eNi. A more substantial argument is 
that through equipartition the kinetic energy 
(temperature) and dynamical potential energy are 
equal (this is discussed in detail in ref. [30]). 
Because the potential energy of the solid scales 
with E, the temperatures will also scale with E, or 

3. Simulation results 

Before presenting the surface phonon spec- 
tral densities, root-mean-square displacements 
(RMSD), and stresses, we point out several trends 
in these measured quantities that are a direct 
consequence of using FS potentials. This is done 
so that the simulated results are easier to under- 
stand. 

Because the force acting on each atom is scaled 
by the density term as l/ 6, the net force acting 
on a particular atom will depend on its coordina- 
tion, i.e., on which layer of the simulated solid it 
resides. Atoms with bulk coordination in all di- 
rections have a density weighting of the dynamics 
which is constant, and eq. (2) takes the form 
similar for Fi obtained when using pair-potentials 
[30,31]. However, near the surface, the atomic 
coordination changes abruptly between the first 
and second layer. Atoms in the first layer are 
scaled by a larger value of l/ 6 and therefore 
will have a larger net force acting on them both 
in the surface plane and normal to it. 

This increase in net force between the first 
and second layers will increase the Rayleigh wave 

frequency from what would be predicted from the 
bulk potential interaction, i.e. if the density term 
is not included in eq. (2). Another consequence is 
that the Rayleigh wave frequency will be closer to 
the bulk band edge and for some lower values of 
B it may even be partially embedded in the bulk 
modes, depending on the surface force field that 
was used. Since the Rayleigh wave is located 
closer to or embedded in the bulk band edge, it 
will couple more strongly to the bulk modes, and 
a high energy tail can occur in the surface phonon 
spectral density. 

The surface geometries and directions used in 
this study are shown in fig. 1. The atoms are a/ 6 
apart from each other, where a is the FCC lattice 
constant. This makes the 2 unit direction equal 
to a/ a. The 9 unit direction was chosen to be 
y^ = a/ fi for the (1001, J = a for the (1101, and 
y^ = \/(3/2)u for the (111). The i unit direction is 
chosen normal to the surface. For each different 

FCC(100) 

FCC(ll0) 

T 3 <lOO> 

LFlz t-.,,,> 

iii c3 L 
<211> 

ff ii 
<llOS 

Fig. 1. Diagram of the (1001, (110) and (111) surface planes. 
The left hand side panel has the real space geometric ar- 
rangement of the surface atoms, the middle panel has the two 
dimensional surface Brillouin zone, and the right hand side 

has the major symmetry directions. 
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temperature the thermal expansion of the lattice 
is accounted for by setting the lattice constan$ 
a = a, exp[1.2 x 10-5(K-‘)T], where a, is 3.52 A 
and T is the temperature in K [35]. A total of 
3100 atoms was used in each simulation, with a 
10 x 10 array of atoms located on the top and 
bottom of a parallelpiped slab, which is sur- 
rounded by periodic boundary conditions [36]. 

The interactions were summed over the neigh- 
bor table twice for each time step [301, once to 
get the atomic density, and once to get the force 
for each direction, eq. (2). For this reason the 
maximum number of atoms that are included in 
these sums was set at 86. This corresponds to 
setting the cutoff radius at rc = (2.5/ fi>a. The 
computational effort required for these calcula- 
tions was nearly identical to simulations using 
Lennard-Jones potentials which included 176 in 
the neighbor table [30,31]. 

All simulations in this paper were conducted 
at T = 300 K for Ni. This corresponds to a simu- 
lation temperature of T = 236 K for Cu. No at- 
tempt was made to calculate the melting temper- 
ature for each material, but we note that simula- 
tions up to 700 K displayed no evidence of atoms 
moving out of their initially assigned lattice posi- 
tions. The integration time step was 2.5 fs, which 
corresponds to about 100 time steps per maxi- 
mum vibrational frequency (37.6 meV) for bulk 
Ni. With this time step, an energy resolution of 
0.404 meV is achieved for 4096 time steps. The 
first and second layer spectral densities, f”p(e, 
I,, w), were obtained by adding the spectral den- 
sities from a total of 10 simulation runs. These 
runs were taken consecutively, with the final co- 
ordinates from the previous runs providing the 
initial coordinates for each successive run [30,31]. 
The spectral densities were measured once equi- 
librium was attained, (Y(T) = 5/3, and surface 
temperatures were equal to 300 K 130,311. 

4. Atomic displacements 

The amount of interplanar relaxation that oc- 
curs can be calculated from the initial and final 
positions of the simulation. For all three basal 

surfaces the first-to-second layer interplanar dis- 
tance decreases (the first layer relaxes inwards 
towards the bulk). This is shown in table 1 as a 
percent change of the bulk interplanar spacing. 
Our results agree well with the interlayer relax- 
ations measured from various experimental tech- 
niques for Ni [37-401 and Cu [41-451. 

Also listed in table 1 for comparison are the 
interplanar lattice relaxations which were ob- 
tained using EAM potentials [46]. Since the Ni 
and CuFS potentials are identical except for an 
energy scaling factor, FS potentials give identical 
interlayer relaxations for both Ni and Cu. The 
NiEAM derived surface relaxations agree excep- 
tionally well with the NiFS derived relaxations, 
but not as well with those for Cu [46]. In fact, the 
FS and EAM Ni relaxations agree better with 
each other than to the experimental values for 
first layer relaxations. 

The RMSD were also measured for all three 
surfaces. A plot showing the three directional 
components as a function of layer number is 
shown in fig. 2. [Notice that the RMSD for the 
(110) surface are plotted with a slightly reduced y 
scale.] In this figure, layer 1 is the surface layer 
and layer 16 is the middle or bulk of the simula- 
tion slab. The 1st layer RMSD values are an 
average of the 1st layer and the 31st layer, the 

Table 1 
First and second interlayer relaxation for the three surfaces of 
Ni and Cu a) 

Surface FS(%) EAM(%) b, Exp.(%) Ref. 

Ni WIO) -2.9 - 3.04 -3.2kO.5 [37] 
(110) -7.1 -7.01 -8.7+0.5 [38] 

-9.Okl.O [391 
(111) -1.9 - 1.85 - 1.2+ 1.2 [401 

cu WIO) -2.9 - 3.79 - 2.1+ 1.7 [41] 
- 1.1 + 0.4 [42] 

(110) -7.1 - 8.73 -8.5+0.6 [43] 
- 7.5 f 1.5 1441 

(111) - 1.9 - 2.48 - 0.7 f 0.5 [42,45] 

a) The relaxations are listed as the fractional change in the 
interlayer spacing. The first column contains the results of 
the molecular dynamics simulation work in this paper. The 
second column lists the EAM derived relaxations [46], and 
the results from various experimental determinations. 

b, See ref. [46]. 
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0 3 6 9 12 15 
Layer Number 

Fig. 2. The layer-by-layer root-mean-square displacements 

(RMSD) arc plotted for all three directional components. 

Notice that the RMSD for the Ni(ll0) surface are plotted on 

a different scale. The RMSD appropriate for Cu can be 

obtained by scaling the Ni RMSD by 1.03. 

2nd layer values are an average of the 2nd layer 
and the 30th layer, et cetera. On all three sur- 
faces the ,%component of the RMSD has in gen- 
eral the largest value of the three components 
and decreases monotonically into the bulk of the 
material. However, this is not true for the first 
layer on the (110) surface, where the E-compo- 
nent RMSD is larger. This jj-component direc- 
tion corresponds to motions that vibrate perpen- 

dicularly to the rows of atoms on this surface. 
Similar increases in the y-component were also 
found on the (110) surface using Lennard-Jones 
potentials [30]. The reason why the (110) surface’s 
Z-component RMSD is less than that for the 
second layer is a direct result of the stiffening of 
the force between the first and second layer 
atoms, as discussed previously. This increase in 
the second layer i-component RMSD has also 
been observed using NiEAM potentials [35]. 

4.1. (100) Surface 

The Ni(100) surface phonon spectral densities 
were calculated for a simulation temperature of 
300 K. The spectral densities at x for the surface 
layer (top panel) and for the second layer (bottom 
panel) are shown in fig. 3. In this figure, the 
?-polarization is represented by the long-dashed 
line, the j-polarization by the short-dashed line, 
and the i-polarization by the solid line. The 
energy scale used in fig. 3 and for all subsequent 
spectral densities is appropriate for Ni. The en- 
ergy scale for the phonon spectral density for Cu 
can be obtained from that of Ni by multiplying by 
l cU/eNj = 0.7880. For all modes discussed in this 
section, the mode assignment, polarization, the 
layer(s) in which the mode was observed, and the 
mode’s energy are shown in table 2. 

In fig. 3, a total of 3 surface modes and 3 
surface resonances are observed in the first and 
second layer spectral densities. At x, the S, mode 
occurs at 9.3 meV and is polarized in the j-direc- 
tion which corresponds to a shear horizontal (SH) 
motion of the surface atoms (orthogonal to the 
direction of propagation). The S, mode or 
Rayleigh wave is observed at 13.5 meV and has a 
z-polarization or shear vertical (SW motion in the 
first layer. The S, mode also has a large 9- 
polarized and some f-polarized intensity in the 
second layer. This large amount of second layer 
SH character of this mode is directly related to 
the crossover in this mode’s first layer character 
from SV to SH between z and a 1471. The S, 
mode has a large high energy shoulder which is 
due to coupling between the surface Rayleigh 
wave and the bulk modes as discussed previously. 
The S, mode or longitudinal mode is observed at 
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25.1 meV and has predominantly R-polarization 
in the first layer. 

In addition to three surface modes, three sur- 
face resonances are observed predominantly in 
the second layer. The R, resonance which is 
i-polarized and localized to the second layer is 
observed at 15.0 meV. We have labeled the reso- 
nance modes in this paper according to the exper- 
imental HREELS assignments of Rocca et al. 
[22]. The R, resonance has the same character as 
the S, mode reported by Allen et al. using 
Lennard-Jones potentials [47] except that it is 
mixed with the bulk modes and therefore is not a 
true surface mode. Another first and second layer 

z-polarized at 31.0 meV is the R, resonance. 
This resonance is “optical” in character and is 
similar to the S, mode 1471. It is shifted to a 
higher energy because of the increase in force 
between the first and second layers. The third 
resonance mode is the R, which occurs at 31.5 
meV and is primarily x-polarized. At x, the R, 
and R, modes overlap each other in energy but 
should separate in energy near F [22]. 

The first and second layer spectral densities at 
G are plotted in fig. 4. Two modes are observed, 
the S, at 17.8 and the S, at 20.5 meV. The S, is 
strictly localized to the surface layer while the SZ 
has in-plane polarization (2 and y^ polarization) 

Table 2 

Phonon energies obtained from the Ni MD simulations for various high symmetry points on all three surfaces ‘) 

Miller G Pal. Layer Mode FS energy Measured Difference 

index G,9,il (1.2) assign CmeV) CmeV) CmeV) 

(1001 R Y 
z 

x 

z 

z 

X 

R z 

z 

(110) x z 

Y 
x 

Y 

x 

7 Y>Z 
n 
.? 

Y,Z 

Y 

(111) a z 

Y 
x 

z 

X 

1 

1 

1 

2 
2 

42 
1 

1 

132 
2 

192 
L2 
1 

2 
2 

Sl 
s2 

Sl 

s2 

s7 

RI 

R2 

Sl 

s2 

s3 

% 

R2 

Sl 

PRW 

s2 

RI 

R2 

9.3 (1.61 

13.5 (1.0) 

25.lC2.21 

15.0 (2.3) 

31.0 (2.5) 

31.5 (2.5) 

17.9 (1.21 

20.6 (0.8) 

13.5 (1.4) 

16.3 (1.2) 

23.8 (2.21 

22.0 (1.8) 

31.0 (4.31 

8.0 (1.11 

10.9 (1.61 

12.5 (1.31 

20.2 (1.31 

32.0 (1.51 

13.3 (0.81 

14.1 (1.01 

27.1 (2.4) 

20.9 (1.7) 

31.6 (3.01 

not obs. 

16.3 + 0.5 

31.1 f 0.3 

18.7 f 0.7 

33.5 f 0.5 

33.5 + 0.5 

19.3 + 0.6 

25.4 + 0.4 

17.1 f 0.5 

20.9 f 1.0 b, 

28.0 f 1.0 b, 

25.0 + 1.0 ‘) 

34.6 + 1.0 b, 

10.0 f 0.4 
14.4 + 1.0 b) 

15.4 f 0.4 

not obs. 

33.8 k 0.5 

17.2 + 0.2 

not obs. 

32.2 f 0.2 

23.1 + 0.2 

not obs. 

_ 
2.8 

6.0 

4.0 

2.5 

2.0 

1.4 

4.9 

3.6 

4.6 

4.2 

3.0 

3.6 

2.0 

3.5 

2.9 
_ 

1.8 

3.9 
_ 

5.1 

2.2 
_ 

a) The first two columns list the surface and the corresponding high symmetry point. The third column lists the main polarizations 

and the fourth column lists the layer or layers where the mode is observed. The fifth column lists the mode assignment following 

the nomenclature of Allen, Alldredge, and de Wette 1471. In the sixth column the phonon energy associated with each of these 

modes is listed. If it was observable, the seventh column contains the experimentally measured phonon energy for each mode: 

Ni(100) [21,22], Ni(ll0) [23a,bl and Ni(lll) [241. The last column gives the difference between the experimentally measured 
energy and the FS simulation results. 

b, See ref. [23b]. 
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in the first layer. Two resonance modes are also 
observed in the spectral densities, the R, at 21.5 
meV with SV poIa~zation and the R, which 
reaches a maximum at 32 meV with in-plane 
polarization. The MD calculated phonon spectral 
density intensities agree very well with the spec- 
tral intensities calculated using the slab technique 
by Rocca et al. for Ni(100) [22]. 

We now compare the results from the MD 
simulation to the experimentally measured dis- 
persion curves (both HREELS [21,22] and HAS 

0.15 

0.12 

0.00 
0 5 10 1 

Energy (meV) 

2 0.09 

c-4- 
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Fig. 3. First (top panel) and second (bottom panel) layer 
phonon spectral densities for Ni(100) at x. The f-polarized 
spectral density is plotted by a dashed line, the j-polarized 
modes by a dot-dashed line, and the i-polarized modes by a 
solid line. The energies for the Cu(lOO) at fi: can be obtained 

by dividing the Ni phonon energy by 1.269. 
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Ni(100) surface at M. 

[48]) on Ni(100). Early HREELS experiments re- 
solved only one mode near ?? at 16.4 meV [Zll. 
However, additional modes were later found at 
19.0, 31.1, and 33.6 meV [22]. HAS measure- 
ments have confirmed that the Rayleigh wave 
frequency is 16.4 meV at Tc 1481. HAS measure- 
ments also observed a longitudinal mode out to 
80% of the SBZ along the ‘;-g direction. 
HREELS data at @ display two modes, the S, at 
19.2 meV and the S2 mode at 25.8 meV [22]. 
Each of the frequencies of the experimentally 
observed modes are listed in table 2 next to the 
frequency from the simulation, The R,, R,, and 
R, modes are also observed at x and the RI at 
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&i is not totally resolved from the S,. The ener- 
gies, polarizations, and Iocahzations are shown in 
table 2. 

For the (100) surface, each of the MD ob- 
tained mode frequencies listed in table 2 is lower 
than the experimentally observed values. This 
deviation is largest for the first layer in-plane 
modes, especially the S, at z and the S, at a. 
Better agreement is attained for the vibrations 
normal to the surface plane (i-polarized modes) 
and modes localized in the second layer. The 
reason why the in-plane first layer modes deviate 
more is because the density (i.e. the number of 
nearest neighbors) is less for both surface atoms, 
i.e., the calculated in-plane force constant [eq. 
(2)l is scaled by l/ 6 for both atoms. For vibra- 
tions located in the second layer, or for out-of- 
plane displacements, the force component for 
only one of the atoms is scaled by the density 
term. (These results are not surprising since the 
FS formulation underestimates the surface elec- 
tronic density.) All of the vibrational modes which 
have been measured experimentally have some 
i-component motion in either the first or second 
layer [21,22,48]. 

When the simulated phonon frequencies are 
scaled by +JeNi = 0.7880 we obtain the Cu(100) 
frequencies. These are compiled in table 3 and 
are also lower than the experimentally measured 
phonon frequencies for Cu(100) [25,26]. The ex- 

perimental phonon frequencies and the MD re- 
sults for the S, at z and the S, at % are shown in 
table 3. Both of these modes are the &polarized 
modes (i.e. the Rayleigh wave> and the difference 
between the experimental and the MD simulated 
results is identical. 

4.2. (110) Surface 

The number of modes localized to the surface 
on the (110) surface is larger than on either the 
(100) or the (111) [47]. Because of its lower sur- 
face coordination, the majority of intense surface 
phonon modes on the (110) surface are shifted to 
lower energies than on the (100) or the (111) 
surfaces. The dynamical behavior of metal (110) 
surfaces have recently attracted considerable at- 
tention in connection to surface roughening 
[20,49-551 and anharmonic effects [20,49-511. For 
example, recent results indicate that the decrease 
in specular intensity of the surface reflected 
beams near half of the melting point of the mate- 
rial is more likely to be due to anharmonic poten- 
tial terms than to surface roughening. This in- 
creased anharmonicity has been demonstrated in 
recent HAS experiments 1491, where no increase 
in the number of steps is observed and in MD 
simulation using the EAM and EMT potentials 
[10,35]. A study of the temperature dependence 
of Ni(ll0) using Finnis-Sinclair potentials will be 
the subject of a future paper [56]. 

Table 3 

Same as table 2 except the FS energies have been scaled for Cu: Cu(100) [25,261, C&10) [27,28], and Cu(lll) [19,291 

Miller 

index 

000) 

(110) 

(111) 

Pal. 

f%jw 

z 
2 

x 

YJ 

Z 

YJ 

Z 

z 
X 

X 

Layer&21 

1 
1 

1 

1-2 

1 

1,2 

192 

2 
1 

2 

Mode FS energy Measured Difference 

assign (meV> (meV) (meV) 

s, 10.6 (0.8) 13.4 f 0.2 2.8 

S, 14.1 (0.9) 16.6 + 0.3 2.5 

s7 18.8 (3.0) 23.9 f 0.2 5.1 

Sl 6.0 (1.0) 7.0 * 0.2 1.0 

s3 9.9 (1.0) 12.1 + 0.2 2.2 

R2 21.1(4.0) 23.1 it 0.2 2.0 

Sl 10.5 (0.6) 13.0 * 0.2 2.5 

Rl 16.5 (1.3) 18.3 + 0.6 1.8 

s2 21.4 (1.9) 25.5 f 0.2 4.1 

R2 24.9 (2.4) 28.3 f 0.2 3.4 
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Fig. 5. Same as fig. 3, except the spectral densities are for 

Ni(ll0) surface at z. 

The modes for the first and second layers at x 
are plotted in fig. 5. Three modes that have a 
large intensity in the first layer are observed at 
13.5, 16.3, and 23.8 meV. The Z-polarized mode 
at 13.5 meV is the S, mode (Rayleigh wave); this 
mode also has a large intensity in the second 
layer. The first layer i-polarized spectral density 
(above 13.5 meV) also contains a large amount of 
bulk intensity, indicating that the surface Rayleigh 
mode is coupled to the surface projected bulk 
bands. The peak at 16.3 meV is the S, mode. It 
has SH polarization ($-component), and is not 
observed for in-plane HAS or HREELS scatter- 
ing. The peak at 23.8 meV is the S, mode, and 
has SV in-plane motion in the first layer and 

small component of surface normal motion in the 
second layer. The S, mode has a large energy 
linewidth, which is due to its strong coupling to 
the R, resonance mode in the second layer at 22 
meV. The other surface resonance mode, the R,, 
at 31 meV has a small &polarized intensity in the 
first layer and a large 8-polarized intensity in the 
second layer. 

For atomic motion propagating perpendicu- 
larly to the atomic rows at Y, three distinct sur- 
face modes are observed below the bulk band 
and are shown in fig. 6. These are the S, at 8.0, 
the S, at 10.9, and the S, at 12.5 meV. Of these 
modes, two are experimentally observable, the S, 
which has a SV component in both the first and 
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Fig. 6. Same as fig. 3, except the spectral densities are for 
Ni(ll0) surface at 7. 
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second layer, and S, which is the Rayleigh wave 
(at y the $-component of motion is SV polarized 
and the &component of motion is SH polarized). 
The S, is also observed at 20.2 meV in the band 
gap at y. In the second layer the S, occurs at 
15.2 meV and has SH polarization. Some y^ and 
i-component intensity is also observed in the 
25-34 meV energy range which is due to the R, 
surface resonance [23]. As for the case of Ni(lOO), 
the calculated phonon spectral density intensities 
agree well with the force constant model devel- 
oped to explain the experimental HREELS data 
for Ni(ll0) [23]. 

The experimentally determined phonon fre- 
quencies for Ni(ll0) and Cu(ll0) are shown in 
tables 2 [23] and 3 [27,28], respectively. On 
Ni(llO), recent HREELS measurements reveal 5 
modes at ??, the S,, S,, S,, R, and R,. All 5 
modes are observed in the calculated spectral 
densities shown in fig. 5. To explain these experi- 
mentally measured phonon frequencies non- 
central forces were introduced [23b], along with 
slight modifications of the earlier force constant 
model used to explain the earlier measurements 
[23a]. These non-central forces are automatically 
included in the FS model potential. As observed 
on the (100) surface the experimentally measured 
phonon frequencies are systematically larger than 
in the simulation. The reason for this will be 
addressed in the discussion section of this paper. 

4.3. (111) Su@ace 

This surface has the least complicated surface 
phonon spectrum because it has the fewest num- 
ber of distinct surface modes [47]. The MD calcu- 
lated surface and second layer phonon spectral 
densities at M are plotted in fig. 7. The S, mode 
occurs at 13.3 meV with z^-polarization in both 
layers, and couples strongly to the surface pro- 
jected bulk modes at higher frequencies. This 
increased density of bulk modes at the surface is 
largest for the (111) surface and least on the 
(110). The reason for this is that the Rayleigh 
wave is closer to the bulk band edge on the (111) 
than the (110) surface. The S, mode is observed 
at 27.1 meV with f-polarization on the first layer. 
A third mode with a strong SH polarization is 
observed at 14.1 meV in both layers. This mode is 
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Fig. 7. Same as fig. 3, except the spectral densities are for 

NKlll) surface at a. 

likely the “pseudo” Rayleigh wave observed in 
HAS experiments on Pt(ll1) [57], but not re- 
solved on the Ni(ll1) surface [24]. Two surface 
resonances are observed in the second layer, the 
R, at 20.9 meV with strong z-polarization and 
the other, the R, at 31.6 meV with f-polariza- 
tion. 

Three modes at M were observed by Menezes 
et al., at 17.2 (S,), 32.2 (S,), and 23.1 (SR = R,) 
meV [24], and are listed in table 2. The experi- 
mentally measured HAS [29] and HREELS [19] 
phonon frequencies for Cu(ll1) are listed in table 
3. The HREELS does reveal the two surface 
modes, the S, and S,, and also the two resonance 
modes, the R, and R,. Similar to the (100) sur- 
face, better agreement between the experimental 
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frequencies and the simulated phonon frequen- 
cies is obtained for the i-polarized first and sec- 
ond layer modes than the in-plane modes in the 
second layer (i.e. resonance modes). 

Table 4 
Results of the molecular dynamics measured stress calculated 
from eq. (3) ‘) 

Miller index Finnis-Sinclair - c#J’/~ (N/m) 

1st layer 2nd layer 3rd layer bulk 

Rx. work 

4.4. Surface stress 

Surface atoms do not necessarily sit at the 
minimum of their in-plane potential energy since 
they may be more tightly held by the corrugated 
potential established by the bulk lattice [32,33]. 
This introduces a lateral stress on the atoms in 
the surface plane, which when multiplied by the 
atomic separation applies an additional force on 
the atom. Addition of a surface stress term has 
been recently used to explain the lattice dynamics 
of the three basal faces of Ni [22-241 and the 
Cu(100) surface [26]. For this reason the surface 
stress terms were calculated during the simula- 
tions using eq. (3). 

(111) 1.357 -0.230 -0.232 -0.225 1.6kO.2 
(100) 1.633 -0.027 -0.069 -0.050 1.9 

(iio)(iio> 1.209 0.052 -0.112 -0.147 3.0*1.5 
(llO)(lOO) 0.918 0.220 - 0.034 - 0.077 4.2 f 1.8 

a) The layer-by-layer stress is listed for the first three surface 
layers and the bulk layer. The last column lists the stress 
obtained from force constant mode1 fits to the experimen- 
tally obtained surface pbonon data, which have been com- 
piled in Menezes et al. [24]. 

For all three surfaces the surface stress was 
negative with the largest component of stress 
found in the in-plane directions (8 and 93 ten- 
sors). Negative values for the stress tensor corre- 
spond to a tensile stress (attractive interaction 
between atoms) while positive values for the stress 
tensor correspond to a compressive stress (repul- 
sive interaction between atoms). Atoms subjected 
to a tensile stress would expand away from a 
surface vacancy if one was created on the surface. 
Because of symmetry the Zf and jg components 
of the surface stress tensor are identical on the 
(100) and (111) surface but on the (110) surface 
they are not. The negative values for the first 
three layers of the layer-by-layer stress tensor are 
listed in table 4 for Ni, along with the theoretical 
values used in the lattice dynamics to match to 
the experimental HREELS surface phonon dis- 
persion measurements [21-241. 

the (100) and (111) surfaces. The experimentally 
derived intraplanar stresses are slightly larger 
than the simulated intraplanar stresses. This is a 
consequence of the potential model used and is 
explained in the following section. However, there 
is a large difference between the MD simulated 
stress and the surface stress terms used to explain 
the dynamics for Ni(ll0) [231. This discrepancy 
for the (110) surface is due to the fact that the 
experimentally obtained stress was assumed to 
reside only on the surface layer, while the calcu- 
lated stresses shown in table 4 appear to extend 
significantly down to the third layer. This gradual 
change in the stress tensors near the surface on 
the (110) may be physically more realistic because 
it would correspond more closely to the gradual 
change in the atomic density or coordination from 
the surface to the bulk. This correspondence be- 
tween the atomic density and the magnitude of 
surfaces stress has been tabulated by Menezes et 
al. [24]. 

5. Discussion 

The largest calculated intraplanar stress was In this paper we have calculated the phonon 
found for the (100) surface and lowest on the spectral densities on the fee (1001, (110) and (111) 
(110) surface. This progression is different from surfaces of Ni and Cu using molecular dynamics 
the stress terms used to explain the experimen- simulations. We have used the Finnis-Sinclair 
tally measured HREELS phonon data on the potentials suitable for Ni and Cu to model the 
three faces of Ni listed in table 4; NUOO) [21,221, dynamical properties of these metal surfaces. The 
Ni(ll0) [23], and Ni(ll1) 1241. Good agreement is simulation temperature was set to 300 K for Ni so 
found between the simulation results for the in- that the simulated phonon spectral densities could 
traplanar stress and the experimental values for be compared to the experimentally measured sur- 



D.D. Koleske, S.J. Sibener / Molecular dynamics of the basal planes of Ni and Cu 191 

face phonon dispersion relations for Ni and Cu. 
No attempt was made to modify the FS potential 
model parameters to better match the surface 
phonon frequencies. The reason for this is that 
the potential parameters were fit to bulk proper- 
ties of Ni and Cu with the aim of describing the 
other properties of the solid, including for exam- 
ple the surface phonon spectral densities. 

We found good overall qualitative agreement 
between the experimentally measured and simu- 
lated surface phonon frequencies. The calculated 
surface phonon spectral densities agreed well with 
the spectral densities obtained from the force 
constant fit to the experimentally measured 
phonon dispersion [19,22,23]. Good agreement 
was also obtained in the number of observable 
modes and their vibrational characteristics. On 
all three surfaces the simulated frequencies were 
always slightly lower than the corresponding ex- 
perimental values. 

The reason that the simulated surface phonon 
frequencies are lower than the experimental val- 
ues is due in part to how the model potential 
parameters were chosen. The four potential pa- 
rameters used in the simulation were fit by Sut- 
ton and Chen to the lattice energy and lattice 
constant for both Ni and Cu [15]. The values of 
the potential exponents, m and n, are chosen 
using the constraint that m <n. Once the values 
for m and n are chosen, the values of the well 
depth, E, and the attractive potential scaling fac- 
tor, c, are essentially fixed. The values of the 
parameters were chosen to match as closely as 
possible the bulk modulus, bulk vacancy forma- 
tion, and the elastic constants, cii, cir, and cu. 
Although this procedure produces a potential 
model that can be used to calculate many bulk, 
surface, and thermodynamic quantities, exact 
agreement between the theoretically obtained 
quantities and the experimentally measured 
quantities is generally not attained [15]. There is 
no a priori reason to expect that potentials de- 
rived from bulk elastic constants will quantita- 
tively describe the vibrational spectrum at the 
surface. 

The overall agreement of the model potentials 
in phonon frequency seems best for the (110) and 
(100) surfaces. This seems contradictory consider- 

ing that the fact that the density term in eq. (21 is 
largest for the (110) surface (7 nearest neighbors) 
and the smallest for the (111) surface (9 nearest 
neighbors). It might be expected that this density 
term would change the dynamics of the (1101 
surface more than the (111) surface, so that the 
overall agreement between the model and the 
measured surface vibrations on a (111) surface 
might be better than the overall agreement of the 
surface vibrations on a (110) surface. However 
the opposite is true. 

The reason why better overall agreement is 
obtained for the (100) and (110) surfaces, rather 
than for the (1111, is that the density term’s 
influence, i.e. the many-body binding term, on 
the dynamics at the surface is underestimated. If 
the may body binding potentials (i.e. -c/&l for 
the EAM and FS potential models are compared 
the FS many body binding term is always larger 
than that for the EAM, as shown in fig. 8. This 
leads to a corresponding underestimation in the 
value of l/G used in eq. (2) [2,3]. Also plotted 
in the bottom panel of fig. 8 are the derivatives of 
these potentials [2,3]. The derivative term is 
closely related to the calculated force used in the 
simulations since it appears in eq. (2). The sur- 
face atomic densities for the (1001, (1101, and 
(111) surfaces are shown as arrows in this figure. 
Near these surface atomic densities the EAM 
potential clearly has greater slope than the FS 
potential [2,3]. If the FS potential had a slightly 
greater slope near the (110) atomic density and a 
much larger slope near the (111) atomic density, 
better agreement might be attained between the 
calculated and experimental phonon dispersion 
curves. The origin of this underestimated is due 
to not considering higher order changes to the 
d-band near the surface, something which the 
EAM potentials address. To correct this defi- 
ciency in the FS model potentials, higher order 
terms could be added to the many body potential 
to account for second-order changes in the d-band 
structure. 

The stress terms calculated during the simula- 
tion agree well with the experimentally deter- 
mined stress terms for the (100) and (111) sur- 
faces, but are systematically lower than the values 
derived from experiment [22-241. The reason for 
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Fig. 8. Comparison of the FS and EAM many-body binding 
potentials as a function of the atomic density scaled to the 
bulk atomic density. The top panel shows both of the poten- 
tials and the bottom panel shows the derivative of the poten- 
tials. Arrows indicate the surface atomic density for each of 

the three basal surfaces. 

this is again the decreased value 
plained in the previous paragraph. 

of 4’ as ex- 

Good agreement exists between the experi- 
mentally derived and MD calculated surface in- 
terplanar relaxations. Even better agreement is 
obtained between the EAM derived interplanar 
relaxations and the MD simulation results. All FS 
potential derived relaxations for all surfaces are 
less than those calculated with EAM potentials 
[46]. The relaxations agree best for the (110) 
surface, and are worst for the (Ill), for both Ni 
and Cu. This again implies that the scaled density 
term in eq. (2) should be increased. 

6. Conclusion 

In summary, we have used MD simulations to 
calculate the surface phonon spectral densities 
for the (loo), (1101, and (111) surfaces of Ni and 
Cu using Finnis-Sinclair (FS) model potentials. 
The phonon frequencies obtained from the FS 
model potentials were found to be systematically 
lower than the experimental values on all three 
surfaces of both metals. The reason for this is 
that the FS potential underestimates the influ- 
ence of the many body binding potential. This 
underestimation is partially due to not explicitly 
calculating second-order changes in the d-band 
structure as is done in EAM methods. However, 
the Finnis-Sinclair potential model does qualita- 
tively model the changes and trends in bonding at 
the surfaces of these metal. This is clearly seen 
when the surface phonon spectral densities ob- 
tained from MD simulations are compared with 
those derived from simple force constant models 
(i.e., lattice dynamics calculations) which repro- 
duce the relevant experimental dispersion curves. 
First-to-second layer geometric separations calcu- 
lated with FS and EAM potentials agree well 
with each other, better than when either set of 
results is compared to experimental values. The 
FS potentials certainly model the metallic surface 
vibrational characteristics and near surface struc- 
tural relaxations better than those derived from 
Lennard-Jones potentials, which predict a first- 
to-second layer expansion and would shift the 
surface phonon frequencies even lower as com- 
pared to the bulk band edge. 

When deriving model potential systems, what 
is typically desired is an atomic potential that can 
effectively model all physical properties of the 
material. In this paper we have shown that FS 
potentials derived exclusively from bulk proper- 
ties provide a reasonably good description of the 
surface force field for the basal surfaces of Ni 
and Cu. To match the surface phonon dispersion 
energies even more closely a more detailed po- 
tential model must be developed. This would 
perhaps involve ab initio electronic structure cal- 
culations to derive more accurate near-surface 
potentials which could then be used in further 
MD studies of interfacial properties. We hope 
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that the comparisons we have provided in this 
paper will aid the further development of model 
potentials suitable for quantitative and efficient 
simulation of metal surfaces. 
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